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Zero-shot image classification
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Vocabulary-free Image Classification 
(VIC)

Aims to assign to an input image a class that resides in an 
unconstrained language-induced semantic space without
the prerequisite of a known vocabulary
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Vocabulary-free Image Classification 
(VIC)

• Huge search space.
• Fine-grained concepts.
• Categories at test time are not defined beforehand.
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So much power comes with a cost…



So much power comes with a cost…
Florence



So much power comes with a cost…
Florence

DALL-E



So much power comes with a cost…

CLIP

Florence

DALL-E



So much power comes with a cost…

CLIP

Florence

DALL-E

CoCa



So much power comes with a cost…

CLIP

Florence

Flamingo

DALL-E

CoCa



So much power comes with a cost…

CLIP
SAM

Florence

Flamingo

DALL-E

CoCa



How do we fight monsters?
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…but we had an Idea!!



Why don’t we train it at all?
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Category Search from External Databases 
(CaSED)
Generating candidate categories



Category Search from External Databases 
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Multimodal candidate scoring
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Category Search from External Databases 
(CaSED)
Final predicted candidate



Results



Conclusion

In Summary:
• Vocabulary-free image classification
• Training-free approach
• Open-source and Open-data approach.

Limitations:
• Classes present in the database (scarcity and bias)
• No track of the output history
• Slightly different labels (e.g., cassowary, Casuarius)
• Granularity problem
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