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Vocabulary-free Image Classification

(VIC)

Aims to assign to an input iImage a class that resides in an
unconstrained language-induced semantic space without
the prerequisite of a known vocabulary
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Vocabulary-free Image Classification

(VIC)

 Huge search space.
* Fine-grained concepts.
« Categories at test fime are not defined beforehand.



So much power comes with a cost...



So much power comes with a cost...

2= Microsoft

Florence

match the dimensions of image and language features. Our
Florence pretrained model has in total 893 M parameters,
including the language transformer with 256 M/ parameters
and the CoSwin-H transformer with 637M parameters. The
model takes 10 days to train on 512 NVIDIA-A100 GPUs
with 40GB memory per GPU.
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by 256 x 256 x 3, so that the weight of the KL term becomes 3/192, where /3 is the KL weight. The model is trained in
mixed-precision using standard (i.e., global) loss scaling on 64 16 GB NVIDIA V100 GPUs, with a per-GPU batch size
of 8, resulting in a total batch size of 512. It is trained for a total of 3,000,000 updates.
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256 V100 GPUs. For the ViT-L/14 we also pre-train at a
higher 336 pixel resolution for one additional epoch to boost
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decay it afterwards. Pretraining CoCa takes about 5 days on 2,048 CloudTPUv4 chips. Following O AI
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Why don’t we frain it at all?
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Category Search from External Databases
(CaSED)

Generating candidate categories
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Category Search from External Databases
(CaSED)

. . . Image-to-text score
Multimodal candidate scoring
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Category Search from External Databases
(CaSED)

Final predicted candidate

Retrieval
from
text

database
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Results

Method Cluster Accuracy (%) 1
C101 DTD ESAT Airc. Flwr Food Pets SUN Cars UCF | Avg.
WordNet 340 20.1 16.7 16.7 583 409 520 294 186 395 | 326

CLIP EnlishWords | 291 196 221 159 640 309 444 242 193 345 | 304

Closest Caption | 12.8 8.9 16.7 133 285 131 150 86 200 17.8 | 155
Caption BLIP-2 (ViT-L) | 26.5 11.7 233 54 236 124 11.6 195 148 257 | 174
BLIP-2 (ViT-g) | 374 13.0 25.2 100 295 199 155 215 279 327 | 233

BLIP-2 (ViT-L) | 604 204 214 8.1 36.7 213 140 326 288 443 | 28.8

vQA BLIP-2 (ViT-g) | 62.2 238 22.0 159 578 334 234 364 57.2 554 | 38.7

CaSED 515 291 238 228 68.7 588 604 374 313 477 | 431

CLIP upper bound | 87.6 529 474 318 780 899 880 653 765 725 | 69.0




Conclusion

In Summary:

« Vocabulary-free image classification
 Training-free approach

« Open-source and Open-data approach.

Limitations:

» Classes present in the database (scarcity and bias)
* No frack of the output history

o Slightly different labels (e.g., cassowary, Casuarius)
« Granularity problem
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